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#### Abstract

In the present work it is considered the system of functions a $(t) e^{i n t}-b(t) e^{-i n t}, n \in N$, with complex-valued coefficients $a(\cdot) ; b(\cdot):[0, \pi] \rightarrow C$. Sufficient conditions on the coefficients of the system are found in order for the system to form a basis in Lebesgue spaces with variable exponent.


Keywords. exponential systems • basisness, variable exponents • generalized Lebesgue spaces
Mathematics Subject Classification (2010): 33B10 - 46E30

## 1 Introduction

When solving the PDEs of mixed type by Fourier method there frequently appear systems of sines and cosines of the following form

$$
\begin{align*}
& \{\cos (n+\alpha) t\}_{n \in Z_{+}},  \tag{1.1}\\
& \{\sin (n+\alpha) t\}_{n \in N}, \tag{1.2}
\end{align*}
$$

where $\alpha$ is a real number(here, thereafter $N$ is the set of all natural numbers, $Z_{+}=\{0\} \bigcup N$ ). Justification of the Fourier method requires to study the basicity properties of such systems in some function spaces. Some examples of such equations and concrete systems of trigonometric-type functions that appear after applying Fourier method can be found, for example, in [22-24,28]. The basicity properties of the systems (1.1) and (1.2) are well studied in Lebesgue and Sobolev spaces, as well as, in their weighted settings [3-9, 20, 21, 25, $26,29,30]$.
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During the last two decades, non-standard function spaces became an extremely popular subject because of their appearance in modern problems of analysis and qualitative theory of PDEs. Introduction of Lebesgue spaces with variable exponents at the end of last century and variety of extraordinary results obtained therein were the main motivation and the inception of this new tendency in analysis. We only mention the monograph [15] and the comprehensive bibliography therein, where thoroughly treatment of these issues can be found.

In the present work it is considered the system of functions

$$
\begin{equation*}
a(t) e^{i n t}-b(t) e^{-i n t}, n \in N \tag{1.3}
\end{equation*}
$$

with omplex-valued coefficients $a(\cdot) ; b(\cdot):[0, \pi] \rightarrow C$. The system of perturbed exponential functions, which is the sytem of eigenfunctions of some second order ordinary differential operator is a special case of the sytem (1.3). Sufficient conditions on the coefficients of the system (1.3) are found in order for the system to form a basis in Lebesgue spaces with variable exponent.

Notice that, similar problems for the double system of exponents with complex-valued coefficients in Lebesgue spaces with variable exponent were earlier studied in [11-14, 27]. The basicity properties of the systems (1.1) and (1.2) in classical Lebesgue spaces were studied in $[20,24]$.

## 2 Preliminaries

We use the following standard denotations: $Z$-the set of all integers; $R$-the set of all real numbers; $C$-complex plane; $(\cdot)$-complex conjugate of $(.) ; \delta_{n k}-$ Kronecker delta; $\chi_{A}(\cdot)$-the indicator function of the set $A . \omega \equiv\{z \in C:|z|<1\}-$ the unit disc; $\partial \omega \equiv$ $\{z \in C:|z|=1\}-$ the unit circle.

Let $p:[-\pi, \pi] \rightarrow[1,+\infty)-$ be a Lebesgue measurable function. We denote by $\mathscr{L}_{0}$ the set of all Lebesgue measurable functions on $[-\pi, \pi]$. Set

$$
I_{p}(f) \stackrel{\text { def }}{=} \int_{-\pi}^{\pi}|f(t)|^{p(t)} d t
$$

and

$$
\mathscr{L} \equiv\left\{f \in \mathscr{L}_{0}: I_{p}(f)<+\infty\right\} .
$$

If $p^{+}=\sup \operatorname{vrai}_{[-\pi, \pi]} p(t)<+\infty$, then $\mathscr{L}$ is a linear space with respect to pointwise linear operations. $\mathscr{L}$ is a Banach space with respect to the norm

$$
\|f\|_{p(\cdot)} \stackrel{\text { def }}{\equiv} \inf \left\{\lambda>0: I_{p}\left(\frac{f}{\lambda}\right) \leq 1\right\}
$$

and we denote it by $L_{p(\cdot)}$. Set

$$
\begin{gathered}
W L \stackrel{\text { def }}{=}\left\{p: p(-\pi)=p(\pi) ; \exists C>0, \quad \forall t_{1}, t_{2} \in[-\pi, \pi]:\left|t_{1}-t_{2}\right| \leq \frac{1}{2} \Rightarrow\right. \\
\left.\Rightarrow\left|p\left(t_{1}\right)-p\left(t_{2}\right)\right| \leq \frac{C}{-\ln \left|t_{1}-t_{2}\right|}\right\} .
\end{gathered}
$$

Throughout the paper $q(\cdot)$ denotes the conjugate function of $p(\cdot)$, that is, $\frac{1}{p(t)}+\frac{1}{q(t)} \equiv 1$. Let $p^{-}=\inf \underset{[-\pi, \pi]}{v r a i} p(t)$. The following generalized Hölder's inequality holds

$$
\int_{-\pi}^{\pi}|f(t) g(t)| d t \leq c\left(p^{-} ; p^{+}\right)\|f\|_{p(\cdot)}\|g\|_{q(\cdot)},
$$

where $c\left(p^{-} ; p^{+}\right)=1+\frac{1}{p^{-}}-\frac{1}{p^{+}}$.
The following fact plays a key role in obtaining main results of paper.
Proposition 2.1 ([15]) If $p(\cdot): 1<p^{-} \leq p^{+}<+\infty$, then the set $C_{0}^{\infty}(-\pi, \pi)$ (the set of all infinitely differentiable functions with compact support) is dense in $L_{p(\cdot)}$.

Let

$$
\rho(t)=\prod_{k=1}^{m}\left|t-t_{k}\right|^{\alpha_{k}},
$$

be a weight function, where $\left\{t_{k}\right\}_{1}^{m} \subset[-\pi, \pi]$ is a set of disjoint points.
Lemma 2.1 Let $p \in C[-\pi, \pi]$ and $p(t)>0, \forall t \in[-\pi, \pi]$. Then the function $\xi(t)=$ $|t-c|^{\alpha}$ belongs to $L_{p(\cdot), p}$, if $\alpha>-\frac{1}{p(c)}$, and $c \neq \tau_{k}, \forall k=\overline{1, m}$, as well as if $\alpha+\alpha_{k_{0}}>$ $-\frac{1}{p(c)}$, and $c=\tau_{k_{0}}$.

We will need some facts from the theory of Hardy spaces. By $H_{p_{0}}^{+}$we denote the usual Hardy space, where $p_{0} \in[1,+\infty)$. Let $\rho: \partial \omega \rightarrow R_{+}=(0,+\infty)$ be a weight function. If the weight function $\rho(\cdot)$ is defined on $(-\pi, \pi)$, then $\rho\left(e^{i t}\right)$ stresses $\rho\left(e^{i t}\right) \equiv \rho(t), t \in$ $(-\pi, \pi)$. Set $H_{p(\cdot), \rho}^{ \pm} \equiv\left\{f \in H_{1}^{+}: f^{+} \in L_{p(\cdot), \rho}(\partial \omega)\right\}$, where $f^{+}-$is the nontangential boundary values of $f$ on $\partial \omega$. In [10] the following was proved:

Theorem 2.1 Let $p \in W L, p^{-}>1$, and

$$
\begin{equation*}
-\frac{1}{p\left(t_{k}\right)}<\alpha_{k}<\frac{1}{q\left(t_{k}\right)}, k=\overline{1, m}, \tag{2.1}
\end{equation*}
$$

where $\rho(t)=\prod_{k=1}^{m}\left|t-t_{k}\right|^{\alpha_{k}}$. If $F \in H_{p(\cdot), \rho^{\prime}}^{+}$, then $\exists f \in L_{p(\cdot), \rho}$ :

$$
\begin{equation*}
F(z)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} K_{z}(t) f(t) d t \tag{2.2}
\end{equation*}
$$

here $K_{z}(t) \equiv \frac{1}{1-z e^{-i t}}$ is the Cauchy kernel. Conversely, if $f \in L_{p(\cdot), \rho}$, then the function $F$, defined by (2.2), belongs to $H_{p(\cdot), \rho}^{+}$.

Now, define the set ${ }_{m} H_{p(\cdot)}^{-}$, where $m \in Z$. Let $\Phi(z)$ be a function, analytic outside $\omega$, which does not have an essential singularity at infinity. In other words, let

$$
\Phi(z)=\Phi_{0}(z)+\Phi_{1}(z)=\sum_{n=-\infty}^{k} a_{n} z^{n}, \quad k<+\infty
$$

for sufficiently large $|z|$, here $\Phi_{0}(z)$ and $\Phi_{1}(z)$ are principle and analytic parts of above series, respectively. If $k \leq m$ and $\overline{\Phi_{0}\left(\frac{1}{\bar{z}}\right)}$ belongs to $H_{p(\cdot)}^{+}$, then we will say that $\Phi(\cdot)$ belongs to the class ${ }_{m} H_{p(\cdot)}^{-}$outside $\omega$.

The following theorems can be proved by the same way as in the classical case.

Theorem 2.2 Let $p \in W L, p^{-}>1$, and (2.1) fulfils. If $f \in H_{p(\cdot), \rho^{\prime}}^{+}$, then

$$
\left\|f\left(r e^{i t}\right)-f^{+}\left(e^{i t}\right)\right\|_{p(\cdot), \rho} \rightarrow 0, r \rightarrow 1-0
$$

where $f^{+}$is the interior nontangential boundary values of $f$ on $\partial \omega$.
Theorem 2.3 Let $p \in W L, p^{-}>1$, and (2.1) fulfils. If $f \in{ }_{m} H_{p(\cdot), \rho}^{-}$, then

$$
\left\|f\left(r e^{i t}\right)-f^{-}\left(e^{i t}\right)\right\|_{p(\cdot), \rho} \rightarrow 0, r \rightarrow 1+0
$$

where $f^{-}$is the exterior nontangential boundary values of $f$ on $\partial \omega$.
Subject the coefficients $a(\cdot)$ and $b(\cdot)$ of the system (1.3) to the following conditions: i) $a^{ \pm 1}(\cdot) ; b^{ \pm 1}(\cdot) \in L_{\infty}(0, \pi)$;
ii) $\alpha(\cdot) ; \beta(\cdot)$ are piecewise continuous functions on ( $0, \pi$ ) with jump points $\left\{t_{k}\right\}_{k \in N}$ and $\left\{\tau_{k}\right\}_{k \in N}$, respectively; additionally it is assumed that the set $\left\{\tilde{s}_{k}\right\} \equiv\left\{t_{k}\right\} \bigcup\left\{\tau_{k}\right\}$ may have $\tilde{s}_{0} \in(0, \pi)$ as its only limit point and the function $\tilde{\theta}(t) \equiv \beta(t)-\alpha(t)$ has a finite right and left limits at $\tilde{s}_{0}$;
iii) $\sum_{k=1}^{\infty}\left|h\left(\tilde{s}_{k}\right)\right|<+\infty$, where $h\left(\tilde{s}_{k}\right)=\tilde{\theta}\left(\tilde{s}_{k}-0\right)-\tilde{\theta}\left(\tilde{s}_{k}+0\right)$ is the jump of $\tilde{\theta}(\cdot)$ at $\tilde{s}_{k}$;
iv) The jumps $\left\{\tilde{h}_{i}\right\}$ hold $\left(\frac{\tilde{h}\left(\tilde{s}_{i}\right)}{2 \pi}+\frac{1}{p\left(\tilde{s}_{i}\right)}\right) \notin Z, \forall i \in N$.

## 3 Main results

Consider the system

$$
v_{n}(t) \equiv a(t) e^{i n t}-b(t) e^{-i n t}, \quad n \in N
$$

where $a(t)=|a(t)| e^{i \alpha(t)}, b(t)=|b(t)| e^{i \beta(t)}$ are some complex-valued functions on $[0, \pi]$. Suppose that the coefficients $a(t)$ and $b(t)$ satisfy the conditions i)-iv). From iii) it follows that there is $r \in N$, such that

$$
-\frac{2 \pi}{p\left(\tilde{s}_{k}\right)}<\tilde{h}\left(\tilde{s}_{k}\right)<\frac{2 \pi}{q\left(\tilde{s}_{k}\right)}, k=\overline{r, \infty} .
$$

Enumerate the set $\left\{\tilde{s}_{i}\right\}_{1}^{r}$ from least to greatest and denote it by $\left\{s_{i}\right\}_{1}^{r}: 0<s_{1}<\ldots<s_{r}<\pi$.
Denote the corresponding jump sequence (finite) by $\left\{h\left(s_{i}\right)\right\}_{1}^{r}$ :

$$
h\left(s_{i}\right)=\beta\left(s_{i}-0\right)-\beta\left(s_{i}+0\right)+\alpha\left(s_{i}+0\right)-\alpha\left(s_{i}-0\right), i=\overline{1, r} .
$$

Suppose that for some $n_{0}$

$$
\begin{equation*}
\frac{1}{p(0)}+2\left(n_{0}-1\right)<\frac{\beta(0)-\alpha(0)}{\pi}<\frac{1}{p(0)}+2 n_{0} \tag{3.1}
\end{equation*}
$$

holds. Taking into account the condition iv) we define the integers $n_{i}, i=\overline{1, r}$ by the inequalities

$$
\begin{equation*}
-\frac{1}{p\left(s_{i}\right)}<\frac{h\left(s_{i}\right)}{2 \pi}+n_{i}-n_{i-1}<\frac{1}{q\left(s_{i}\right)}, i=\overline{1, r} . \tag{3.2}
\end{equation*}
$$

The main result of the paper is

Theorem 3.1 Let the coefficients $a(\cdot)$ and $b(\cdot)$ of the system $\left\{v_{n}\right\}_{n \in N}$ satisfy the conditions $i)$-iv), the integers $\left\{n_{i}\right\}_{1}^{r}$ are defined by (3.1) and(3.2). Suppose that,

$$
\begin{equation*}
\frac{\beta(\pi)-\alpha(\pi)}{2 \pi}+\frac{1}{2 p(\pi)} \notin Z . \tag{3.3}
\end{equation*}
$$

If

$$
\begin{equation*}
-\frac{1}{p(\pi)}+2 n_{r}<\frac{\beta(\pi)-\alpha(\pi)}{\pi}<-\frac{1}{p(\pi)}+2\left(n_{r}+1\right) \tag{3.4}
\end{equation*}
$$

then the system $\left\{v_{n}\right\}_{n \in N}$ forms a basis in $L_{p(\cdot)}(0, \pi)$;
if

$$
\beta(\pi)-\alpha(\pi)<-\frac{\pi}{p(\pi)}+2 n_{r} \pi,
$$

then the system $\left\{v_{n}\right\}_{n \in N}$ is not complete, but is minimal in $L_{p(\cdot)}(0, \pi)$;
if

$$
\beta(\pi)-\alpha(\pi)>-\frac{\pi}{p(\pi)}+2\left(n_{r}+1\right) \pi,
$$

the system is complete, but not minimal in $L_{p(\cdot)}(0, \pi)$.
Proof. The proof is based on solution of the following linear conjugation problem for analytic functions in Hardy class $H_{p(\cdot)}^{+} \times{ }_{-1} H_{p(\cdot)}^{-}$:

$$
\left.\begin{array}{l}
F^{+}(\tau)+G(\tau) F^{-}(\tau)=\psi(\arg \tau),  \tag{3.5}\\
|\tau|=1, F(\infty)=0,
\end{array}\right\}
$$

where

$$
\begin{gathered}
G\left(e^{i \theta}\right)=\left\{\begin{array}{cc}
b(\theta) a^{-1}(\theta), & 0<\theta<\pi, \\
a(-\theta) b^{-1}(-\theta), & -\pi<\theta<0,
\end{array}\right. \\
\psi(\theta)=\left\{\begin{array}{cc}
\psi(\theta) a^{-1}(\theta), & 0<\theta<\pi, \\
-\psi(-\theta) b^{-1}(-\theta), & -\pi<\theta<0 .
\end{array}\right.
\end{gathered}
$$

Hereafter $a^{-1}(\theta)$ and $b^{-1}(\theta)$ denotes the functions $a^{-1}(\theta)=|a(\theta)|^{-1} e^{-i \alpha(\theta)}$ and $b^{-1}(\theta)=$ $|b(\theta)|^{-1} e^{-i \beta(\theta)}$, respectively, $\psi(\cdot) \in L_{p(\cdot)}(0, \pi)$ is an arbitrary function.

Consider the following function:

$$
\gamma(\theta)=\left\{\begin{array}{c}
\beta(\theta)-\alpha(\theta), \quad \theta \in(0, \pi), \\
\alpha(-\theta)-\beta(-\theta), \quad \theta \in(-\pi, 0) .
\end{array}\right.
$$

It is clear that, the points $\left\{-\tilde{s}_{i}\right\}_{i \in N}$ are also jump points for the function $\gamma(\theta)$ and the jump at the point $\left(-\tilde{s}_{i}\right)$ is equal to the jump of $\left(-h\left(\tilde{s}_{i}\right)\right)$ at the point $\tilde{s}_{i}$. Denote the union of the sets $\left\{-\tilde{s}_{i}\right\}_{i \in N}$ and $\left\{\tilde{s}_{i}\right\}_{i \in N}$ by $\left\{\bar{s}_{i}\right\}$ and the corresponding jumps by $\left\{\bar{h}_{i}\right\}$. The point $s=0$ is also a jump point of $\gamma(\theta)$ and the jump at this point is

$$
\bar{h}_{0}=\beta(0)-\alpha(0)-(\alpha(0)-\beta(0))=2(\beta(0)-\alpha(0)) .
$$

Add the point $s=0$ to the set $\left\{\bar{s}_{i}\right\}$ and $\bar{h}_{0}$ to the set $\left\{\bar{h}_{i}\right\}$. We construct the jump function $\gamma_{1}(\cdot)$ of the function $\gamma(\cdot)$ :

$$
\begin{align*}
\gamma_{1}(-\pi)= & 0, \gamma_{1}(s)=[\gamma(-\pi+0)-\gamma(-\pi)]+\sum_{-\pi<\bar{s}_{k}<s} \bar{h}_{k} \\
& +[\gamma(s)-\gamma(s-0)],-\pi<s \leq \pi \tag{3.6}
\end{align*}
$$

where $\gamma\left(\bar{s}_{k}\right)$ denotes the left limit of the function $\gamma(s)$ at the point $\bar{s}_{k}$,

$$
\beta(\pi)=\beta(\pi-0), \alpha(\pi)=\alpha(\pi-0), \beta(0)=\beta(+0), \alpha(0)=\alpha(+0)
$$

In [18] it was proved the following
Lemma 3.1 If iii) holds, then $\gamma_{0}(\cdot) \in C[-\pi, \pi]$, where $\gamma_{0}(s)=\gamma(s)-\gamma_{1}(s)$, $\forall s \in$ $[-\pi, \pi]$.

This lemma allows us to apply the method from [16] for solving the problem (3.5) in Hardy classes $H_{p(\cdot)}^{+} \times{ }_{m} H_{p(\cdot)}^{-}$. First, we assume that

$$
\begin{equation*}
-\frac{2 \pi}{p\left(\tilde{s}_{i}\right)}<h\left(\tilde{s}_{i}\right)<\frac{2 \pi}{q\left(\tilde{s}_{i}\right)}, \forall i \in N \tag{3.7}
\end{equation*}
$$

holds. By the scheme of [16], compute the quantities $h_{0}^{(1)}$ and $h_{0}^{(0)}$. We have

$$
\begin{aligned}
& h_{0}^{(0)}=\gamma_{0}(\pi)-\gamma_{0}(-\pi)=\gamma(\pi-0)-\gamma_{1}(\pi-0)-\left(\gamma(-\pi+0)-\gamma_{1}(-\pi+0)\right) \\
& h_{0}^{(1)}=\gamma_{1}(-\pi+0)-\gamma_{1}(\pi-0)
\end{aligned}
$$

## Hence,

$h_{0}=h_{0}^{(1)}-h_{0}^{(0)}=\gamma(-\pi+0)-\gamma(-\pi-0)=\alpha(\pi)-\beta(\pi)-(\beta(\pi)-\alpha(\pi))=2(\alpha(\pi)-\beta(\pi))$.
The jump of the function $\gamma_{1}(\cdot)$ at the point $\theta=0$ is

$$
\bar{h}_{0}=\gamma(+0)-\gamma(-0)=2 \gamma(+0)=2(\beta(0)-\alpha(0))
$$

First, assume that

$$
\begin{equation*}
-\frac{\pi}{p(0)}<\alpha(0)-\beta(0)<\frac{\pi}{q(0)} \tag{3.8}
\end{equation*}
$$

holds.
As it was shown in [27] under the conditions i)-iv) and (3.7), (3.8), the problem (3.5) has a unique solution in $H_{p(\cdot)}^{+} \times{ }_{-1} H_{p(\cdot)}^{-}$and this solution can be represented as

$$
\begin{equation*}
F(z)=\frac{Z_{0}(z)}{2 \pi} \int_{-\pi}^{\pi} \frac{\psi(\sigma)}{Z_{0}^{+}\left(e^{i \sigma}\right)} \frac{d \sigma}{1-z e^{-i \sigma}} \tag{3.9}
\end{equation*}
$$

where

$$
Z_{0}(z)=\left\{\begin{array}{l}
X_{1}(z) Y_{1}(z), \quad|z|<1 \\
-X_{2}^{-1}(z) Y_{2}^{-1}(z), \quad|z|>1
\end{array}\right.
$$

is a canonical solution of the problem (3.5) belonging to $H_{p(\cdot)}^{+} \times{ }_{-1} H_{p(\cdot)}^{-}$. Here the functions $X_{k}(\cdot)$ and $Y_{k}(\cdot), k=1,2$ are defined as

$$
\begin{aligned}
& X_{1}(z)=\exp \left\{\frac{1}{4 \pi} \int_{-\pi}^{\pi} \ln |G(s)| \frac{e^{i s}+z}{e^{i s}-z} d s\right\},|z|<1 \\
& X_{2}(z)=\exp \left\{-\frac{1}{4 \pi} \int_{-\pi}^{\pi} \ln |G(s)| \frac{e^{i s}+z}{e^{i s}-z} d s\right\},|z|>1 \\
& Y_{1}(z)=\exp \left\{\frac{i}{4 \pi} \int_{-\pi}^{\pi} \gamma(s) \frac{e^{i s}+z}{e^{i s}-z} d s\right\},|z|<1 \\
& Y_{2}(z)=\exp \left\{-\frac{i}{4 \pi} \int_{-\pi}^{\pi} \gamma(s) \frac{e^{i s}+z}{e^{i s}-z} d s\right\},|z|>1
\end{aligned}
$$

Divide the set $\left\{-h\left(\tilde{s}_{k}\right)\right\}$ into two subsets: the first consists all positives of $\left\{-h\left(\tilde{s}_{k}\right)\right\}$, we denote it by $\left\{h_{k}^{+}\right\}$; the second consists all negatives of $\left\{-h\left(\tilde{s}_{k}\right)\right\}$, we denote it by $\left\{-h_{k}^{-}\right\}$. To such a separation of $\left\{h_{k}\right\}$, associates a separation of the set $\left\{\tilde{s}_{k}\right\}$ : the first subset of $\left\{\tilde{s}_{k}\right\}$ contains all $\left\{s_{k}^{+}\right\}$of $\tilde{s}_{k}$, for which $\left(-h\left(\tilde{s}_{k}\right)\right)>0$; second subset contains all $\left\{s_{k}^{-}\right\}$for which $\left(-h\left(\tilde{s}_{k}\right)\right)<0$. Set

$$
\begin{gathered}
U_{1}^{ \pm}(\sigma)=\prod_{k}\left|\sin \frac{\sigma-s_{k}^{ \pm}}{2}\right|^{\frac{h_{k}^{ \pm}}{2 \pi}} \\
U_{0}(\sigma)=\left\{\sin \frac{\sigma}{2}\right\}^{-\frac{h_{0}^{(0)}}{2 \pi}} \exp \left\{-\frac{1}{4 \pi} \int_{-\pi}^{\pi} \gamma_{0}(s) c t g \frac{\sigma-s}{2} d s\right\}
\end{gathered}
$$

Using it, for the boundary values of the analytic function $Z_{0}(z)$ the following is true:

$$
\left|Z_{0}^{ \pm}\left(e^{i \sigma}\right)\right|=\left|G\left(e^{i s}\right)\right|^{ \pm \frac{1}{2}} U_{0}(\sigma)\left[U_{1}^{+}(\sigma)\right]^{-1} \times U_{1}^{-}(\sigma)\left\{\sin \frac{\sigma}{2}\right\}^{-\frac{h_{0}}{2 \pi}}
$$

The Cauchy-Plemelj formula implies that

$$
\begin{equation*}
F^{+}\left(e^{i s}\right)=\frac{1}{2} \psi(s)+\frac{Z_{0}^{+}\left(e^{i s}\right)}{2 \pi} \int_{-\pi}^{\pi} \frac{\psi(\sigma)}{Z_{0}^{+}\left(e^{i \sigma}\right)} \frac{d \sigma}{1-e^{i(s-\sigma)}} \tag{3.10}
\end{equation*}
$$

We have

$$
\begin{aligned}
& \ln Z_{0}^{+}\left(e^{i \sigma}\right)=\ln G\left(e^{i \sigma}\right)+\ln X_{2}^{-1}\left(e^{i \sigma}\right)+\ln Y_{2}^{-1}\left(e^{i \sigma}\right)=\ln G\left(e^{i \sigma}\right)-\frac{1}{2} \ln \left|G\left(e^{i \sigma}\right)\right| \\
& +\frac{i}{4 \pi} \int_{-\pi}^{\pi} \ln \left|G\left(e^{i s}\right)\right| \operatorname{ctg} \frac{\sigma-s}{2} d s-\frac{i}{2} \gamma(\sigma)-\frac{1}{4 \pi} \int_{-\pi}^{\pi} \gamma(s) c t g \frac{\sigma-s}{2} d s=\frac{1}{2} \ln G\left(e^{i \sigma}\right) \\
& +\frac{i}{4 \pi} \int_{-\pi}^{\pi} \ln G(s) c t g \frac{\sigma-s}{2} d s, G(s) \equiv G\left(e^{i s}\right) .
\end{aligned}
$$

Since

$$
\operatorname{ctg} \frac{\sigma-s}{2}=i+i \frac{2 e^{i s}}{e^{i \sigma}-e^{i s}}
$$

then

$$
\begin{aligned}
& \ln Z_{0}^{+}\left(e^{i \sigma}\right)=\frac{1}{2} \ln G\left(e^{i \sigma}\right)+\frac{i}{4 \pi} \int_{-\pi}^{\pi} \ln G(s) c t g \frac{\sigma-s}{2} d s \\
& =\frac{1}{2} \ln G(\sigma)-\frac{1}{4 \pi} \int_{-\pi}^{\pi} \ln G(s) d s+\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\ln G(s)) e^{i s}}{e^{i s}-e^{i \sigma}} d s
\end{aligned}
$$

Further, we have

$$
I(\sigma)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\ln G(s)}{1-e^{i(\sigma-s)}} d s=\frac{1}{2 \pi} \int_{0}^{\pi} \ln \frac{b(\theta)}{a(\theta)}\left[\frac{1}{1-e^{i(\sigma-\theta)}}-\frac{1}{1-e^{i(\sigma+\theta)}}\right] d \theta
$$

Taking into account the identity

$$
\frac{1}{1-e^{i(\theta-\varphi)}}-\frac{1}{1-e^{i(\theta+\varphi)}}=-\frac{i}{2} \frac{\cos \frac{\varphi}{2}}{\cos \frac{\theta}{2}}\left[\frac{1}{\sin \frac{\varphi-\theta}{2}}+\frac{1}{\sin \frac{\varphi+\theta}{2}}\right]
$$

we get

$$
\begin{equation*}
I(\sigma)=-\frac{i}{4 \pi} \int_{0}^{\pi} \frac{\cos \frac{\theta}{2}}{\cos \frac{\sigma}{2}} \ln \frac{b(\theta)}{a(\theta)}\left[\frac{1}{\sin \frac{\theta-\sigma}{2}}+\frac{1}{\sin \frac{\theta+\sigma}{2}}\right] d \theta \tag{3.11}
\end{equation*}
$$

From here it immediately follows that, the function $I(\sigma)$ is even on $(-\pi, \pi)$, i.e. $I(-\sigma)=$ $I(\sigma), \forall \sigma \in(-\pi, \pi)$. Then from (3.11) we get

$$
Z_{0}^{+}\left(e^{i \sigma}\right)=G^{\frac{1}{2}}(\sigma) e^{I(\sigma)}
$$

since

$$
\int_{-\pi}^{\pi} \ln G(s) d s=0
$$

Suppose that

$$
\begin{equation*}
-\frac{1}{p(\pi)}<\frac{\beta(\pi)-\alpha(\pi)}{\pi}<\frac{1}{q(\pi)} \tag{3.12}
\end{equation*}
$$

Using the expression of $F^{+}\left(e^{i \sigma}\right)$ and Smirnov’s theorem for the classes $H_{p(\cdot)}^{ \pm}$we get that under the conditions (3.7),(3.8) and (3.12) the function $F(\cdot)$ belongs to $H_{p(\cdot)}^{+}$. Furthermore, from

$$
\begin{gathered}
\int_{-\pi}^{\pi} \frac{\psi(\sigma)}{Z_{0}^{+}\left(e^{i \sigma}\right)} d \sigma=\int_{0}^{\pi} \frac{a^{-1}(\sigma) \psi(\sigma)}{\sqrt{b(\sigma) a^{-1}(\sigma)}} \frac{d \sigma}{e^{I(\sigma)}}+\int_{-\pi}^{0} \frac{-b^{-1}(-\sigma) \psi(-\sigma)}{\sqrt{a(-\sigma) b^{-1}(\sigma)}} \frac{d \sigma}{e^{I(\sigma)}} \\
=\int_{0}^{\pi} \frac{\psi(\sigma)}{\sqrt{a(\sigma) b(\sigma)}} \frac{d \sigma}{e^{I(\sigma)}}-\int_{0}^{\pi} \frac{\psi(\sigma)}{\sqrt{a(\sigma) b(\sigma)}} \frac{d \sigma}{e^{I(\sigma)}}=0
\end{gathered}
$$

it follows that, $F(\cdot)$ has

$$
\begin{equation*}
F^{+}(z)=\sum_{n=1}^{\infty} a_{n} z^{n} \tag{3.13}
\end{equation*}
$$

as its Taylor expansion on $|z|<1$, where

$$
\begin{gathered}
a_{n}=\sum_{k=1}^{n} c_{k} b_{n-k} \\
Z_{0}^{+}(z)=\sum_{k=0}^{\infty} b_{k} z^{k}
\end{gathered}
$$

$$
c_{k}=-\frac{i}{\pi} \int_{0}^{\pi} \frac{\sin k \sigma}{\sqrt{a(\sigma) b(\sigma)}} \frac{\psi(\sigma)}{e^{I(\sigma)}} d \sigma .
$$

Hence,

$$
a_{n}=\left(h_{n}, \psi\right)=\int_{0}^{\pi} \psi(\sigma) h_{n}(\sigma) d \sigma,
$$

where

$$
\begin{equation*}
h_{n}(\sigma)=-\frac{i}{e^{I(\sigma)} \sqrt{a(\sigma) b(\sigma)}} \sum_{k=1}^{n} b_{n-k} \sin k \sigma \tag{3.14}
\end{equation*}
$$

Now, consider the following integral:

$$
\tilde{I}(\varphi)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\psi(\sigma)}{Z_{0}^{+}\left(e^{i \sigma}\right)} \frac{d \sigma}{1-e^{i(\varphi-\sigma)}}
$$

We have

$$
\begin{gathered}
2 \pi \tilde{I}(\varphi)=\int_{0}^{\pi} \frac{a^{-1}(\sigma) \psi(\sigma)}{\sqrt{b(\sigma) a^{-1}(\sigma)} e^{I(\sigma)}} \frac{d \sigma}{1-e^{i(\varphi-\sigma)}} \\
+\int_{-\pi}^{0} \frac{-b^{-1}(-\sigma) \psi(-\sigma)}{\sqrt{a(-\sigma) b^{-1}(-\sigma)} e^{I(\sigma)}} \frac{d \sigma}{1-e^{i(\varphi-\sigma)}} \\
=\int_{0}^{\pi} \frac{\psi(\sigma)}{\sqrt{a(\sigma) b(\sigma)} e^{I(\sigma)}}\left[\frac{1}{1-e^{i(\varphi-\sigma)}}-\frac{1}{1-e^{i(\varphi+\sigma)}}\right] d \sigma \\
=-\frac{i}{2} \int_{0}^{\pi} \frac{\cos \frac{\sigma}{2}}{\cos \frac{\varphi}{2}} \frac{\psi(\sigma)}{\sqrt{a(\sigma) b(\sigma)} e^{I(\sigma)}}\left[\frac{1}{\sin \frac{\sigma-\varphi}{2}}+\frac{1}{\sin \frac{\sigma+\varphi}{2}}\right] d \sigma .
\end{gathered}
$$

From here, it immediately follows that, $\tilde{I}(\cdot)$ is an even function on $(-\pi, \pi): \tilde{I}(-\varphi)=\tilde{I}(\varphi)$, $\varphi \in(-\pi, \pi)$. Let $s \in(0, \pi)$. From (3.10) we get that

$$
\begin{aligned}
F^{+}\left(e^{i s}\right)= & \frac{1}{2} \psi(s)+Z_{0}^{+}\left(e^{i s}\right) \tilde{I}(s)=\frac{1}{2} a^{-1}(s) \psi(s)+\sqrt{b(s) a^{-1}(s)} e^{I(s)} \tilde{I}(s) \\
& F^{+}\left(e^{-i s}\right)=-\frac{1}{2} b^{-1}(s) \psi(s)+\sqrt{a(s) b^{-1}(s)} e^{I(s)} \tilde{I}(s)
\end{aligned}
$$

Hence

$$
\begin{equation*}
a(s) F^{+}\left(e^{i s}\right)-b(s) F^{+}\left(e^{-i s}\right)=\psi(s), s \in(0, \pi) \tag{3.15}
\end{equation*}
$$

Since, $F(\cdot) \in H_{p(\cdot)}^{+}, p^{-}>1$, then from the Theorem 2.2 we have

$$
\lim _{r \rightarrow 1-0} \int_{-\pi}^{\pi}\left|F^{+}\left(r e^{i s}\right)-F^{+}\left(e^{i s}\right)\right|^{p(s)} d s=0
$$

and from

$$
a_{n}=\frac{1}{2 \pi r^{n}} \int_{-\pi}^{\pi} F^{+}\left(r e^{i \varphi}\right) e^{-i n \varphi} d \varphi, 0<r<1, n \in N
$$

we have

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi} F^{+}\left(e^{i \varphi}\right) e^{-i n \varphi} d \varphi=\left\{\begin{array}{cc}
a_{n}, & n \geq 1 \\
0, & n<1
\end{array}\right.
$$

It is clear that $\tilde{p}(-\pi)=\tilde{p}(\pi)$ and $\tilde{p}^{-}>1$, then, $\tilde{p} \in W L$. Then by the results of the works $[11-14,31]$, the system $\left\{e^{i n \varphi}\right\}_{n \in Z}$ forms a basis in $L_{\tilde{p}(\cdot)}(-\pi, \pi)$. Taking into account the above equalities we get that, the series

$$
\sum_{n=1}^{\infty} a_{n} e^{i n \varphi}
$$

converges to the function $F^{+}\left(e^{i \varphi}\right)$ in $L_{\tilde{p}_{(\cdot)}}(-\pi, \pi)$. Then, by (3.15) we get that, the series $\sum_{n=1}^{\infty} a_{n} \vartheta_{n}(s)$ converges to the function $\psi(s)$ in the space $L_{p_{(\cdot)}}(0, \pi)$.

Now, as the function $\psi(\theta)$ we take $\vartheta_{n}(\theta)$, here $n \in N$ is arbitrary, but fixed. The (unique) solution is given by (3.9), where $\psi(\theta)=\vartheta_{n}(\theta)$. Furthermore, in that case, the solution of the problem (3.5) is the function

$$
F(z)=\left\{\begin{array}{l}
z^{n},|z|<1  \tag{3.16}\\
z^{-n},|z|>1
\end{array}\right.
$$

Comparing (3.13) with (3.16) gives us

$$
\left(h_{n}, \vartheta_{m}\right)=\int_{0}^{\pi} h_{n}(\theta) \vartheta_{m}(\theta) d \theta=\delta_{n m}, n, m=\overline{1, \infty}
$$

It is clear that

$$
\frac{h\left(s_{r}^{-}\right)}{2 \pi}<\frac{1}{q\left(s_{r}^{-}\right)}, \forall r
$$

Hence, from the expression for $h_{n}(\theta), n=\overline{1, \infty}$, and from the Lemma 2.1 we get that, $h_{n}(\theta) \in L_{q_{(\cdot)}}, \forall n=\overline{1, \infty}$.

Therefore, we get that the pair of systems $\left\{\vartheta_{n}(\theta)\right\}$ and $\left\{h_{n}(\theta)\right\}$ is biorthogonal and hence, $\left\{\vartheta_{n}\right\}_{n \in N}$ forms a basis in $L_{p_{(\cdot)}}(0, \pi)$.

If at least one of the conditions holds

$$
\begin{gathered}
\frac{1}{p(0)}-2<\frac{\beta(0)-\alpha(0)}{\pi}<\frac{1}{p(0)}-1 \\
1-\frac{1}{p(\pi)}<\frac{\beta(\pi)-\alpha(\pi)}{\pi}<-\frac{1}{p(\pi)}+2
\end{gathered}
$$

then, rewriting $\tilde{I}(\varphi)$ in the form

$$
\begin{gathered}
\tilde{I}\left(t_{0}\right)= \\
\frac{i}{2 \pi} \int_{|t|=1} \frac{\psi(\arg t)}{Z_{0}^{+}(t)\left(t-t_{0}\right)} d t=\frac{i}{4 \pi} \int_{0}^{\pi} \frac{\cos \frac{\theta}{2}}{\cos \frac{\varphi}{2}} e^{-I(\theta)} \\
\\
\times \frac{\psi(\theta)}{\sqrt{A(\theta) B(\theta)}}\left[\frac{1}{\sin \frac{\theta-\varphi}{2}}+\frac{1}{\sin \frac{\theta+\varphi}{2}}\right] d \theta \\
\tilde{I}(\varphi)=-\frac{i}{4 \pi} \int_{0}^{\pi} \frac{\sin \frac{\sigma}{2}}{\sin \frac{\varphi}{2}} \frac{\psi(\sigma)}{\sqrt{A(\sigma) B(\sigma)} e^{I(\sigma)}}\left[\frac{1}{\sin \frac{\sigma-\varphi}{2}}-\frac{1}{\sin \frac{\sigma+\varphi}{2}}\right] d \sigma,
\end{gathered}
$$

and using the Theorem 2.1 we get that, in these cases $F(z) \in H_{p_{(.)}}$. The inclusion $F(z) \in$ $H_{p_{(.)}}$under the conditions (3.1)-(3.4), follows from the Riesz-Thorin interpolation theorem in generalized Lebesgue spaces.

Set

$$
\tilde{\beta}(t)=\beta(t)-\mu(2 t-\pi), \quad \tilde{\alpha}(t)+\mu(2 t-\pi), \quad \frac{1}{2} \leq \mu \leq 1
$$

The functions $\tilde{\beta}(\cdot)$ and $\tilde{\alpha}(\cdot)$ obey all conditions of above considered case. Therefore, according to above we have

$$
\begin{equation*}
\int_{0}^{\pi} \vartheta_{n}(t, \tilde{\beta}(t), \tilde{\alpha}(t)) h_{m}(t, \tilde{\beta}(t), \tilde{\alpha}(t)) d t=\delta_{n m}, \quad n, m=\overline{1, \infty} \tag{3.17}
\end{equation*}
$$

As the left-hand side of the last equality analytically depends on $\mu$, if $-\varepsilon<\mu \leq 1$ ( $\varepsilon$ is sufficiently small positive number), this holds true for $\mu=0$, as well. Hence, it was proved that, under the conditions (3.1), (3.7) and (3.2), where $n_{0}=n_{r}=0$, the system $\left\{\vartheta_{n}\right\}_{n \in N}$ forms a basis in the space $L_{p_{(\cdot)}}(0, \pi)$.

Now, consider the general case. Define $g(\theta)$ to be

$$
g(\theta) \equiv \begin{cases}e^{-i n_{0} \theta}, & 0<\theta<s_{1} \\ e^{-i n_{1} \theta}, & s_{1}<\theta<s_{2} \\ \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\ e^{-i n_{r} \pi}, & s_{r}<\theta<\pi\end{cases}
$$

Consider the following system:

$$
\varphi_{m}(\theta) \equiv g(\theta) \vartheta_{m}(\theta), \quad m=\overline{1, \infty}
$$

Rewrite $\varphi_{m}(\theta)$ in the form:

$$
\varphi_{m}(\theta) \equiv\left\{\begin{array}{l}
|a(\theta)| e^{i\left(\alpha(\theta)+n_{0} \pi\right)} e^{i m \theta}-|b(\theta)| e^{i\left(\beta(\theta)-n_{0} \pi\right)} e^{-i m \theta}, \quad \theta \in\left(0, s_{1}\right) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
|a(\theta)| e^{i\left(\alpha(\theta)+n_{r} \pi\right)} e^{i m \theta}-|b(\theta)| e^{i\left(\beta(\theta)-n_{r} \pi\right)} e^{-i m \theta}, \quad \theta \in\left(s_{r}, \pi\right)
\end{array}\right.
$$

It is easy to check that, the functions

$$
\tilde{a}(\theta)=g^{-1}(\theta) a(\theta), \quad \tilde{b}(\theta)=g(\theta) b(\theta)
$$

obey all conditions of the theorem for $n_{0}=n_{i}=0, \quad i=\overline{1, \infty}$. Then, the system $\left\{\varphi_{m}(\theta)\right\}, m=\overline{1, \infty}$, forms a basis in $L_{p(\cdot)}(0, \pi)$. Since $|g(\theta)| \equiv 1$, we get that, the system $\left\{\vartheta_{n}(\theta)\right\}, \quad n=\overline{1, \infty}$, also forms a basis in $L_{p(\cdot)}(0, \pi)$ in the general case.

Now, consider the case when $\beta(\pi)-\alpha(\pi)<-\frac{\pi}{p(\pi)}$. By substituting the index of the system $\left\{\vartheta_{n}\right\}_{n \in N}$ by

$$
n=m+\left[\frac{\beta(\pi)-\alpha(\pi)}{2 \pi}+\frac{1}{2 p(\pi)}\right]
$$

and setting

$$
\tilde{\alpha}(\theta)=\alpha(\theta)+\left[\frac{\beta(\pi)-\alpha(\pi)}{2 \pi}+\frac{1}{2 p(\pi)}\right] \theta
$$

$$
\tilde{\beta}(\theta)=\beta(\theta)-\left[\frac{\beta(\pi)-\alpha(\pi)}{2 \pi}+\frac{1}{2 p(\pi)}\right] \theta
$$

(here, square brackets indicate the greatest integer function), we get a new system, so that

$$
m \geq 2, \quad \frac{\tilde{\beta}(\pi)-\tilde{\alpha}(\pi)}{\pi} \in\left(-\frac{1}{p(\pi)}, 2-\frac{1}{p(\pi)}\right)
$$

Therefore, this system is not complete in $L_{p(\cdot)}(0, \pi)$, since, $\vartheta_{m}(\theta), \quad m=\overline{1, \infty}$, forms a basis in $L_{p(\cdot)}$. Now, let

$$
\beta(\pi)-\alpha(\pi)>2 \pi-\frac{\pi}{p(\pi)} .
$$

If $\beta(\pi)-\alpha(\pi)>2 \pi-\frac{\pi}{p}$, then substitute

$$
\begin{gathered}
n=m+1+\left[\frac{\beta(\pi)-\alpha(\pi)}{2 \pi}-1+\frac{1}{2 p(\pi)}\right] \\
\tilde{\alpha}(\theta)=\alpha(\theta)+\left(\left[\frac{\beta(\pi)-\alpha(\pi)}{2 \pi}-1+\frac{1}{2 p(\pi)}\right]+1\right) \theta \\
\tilde{\beta}(\theta)=\beta(\theta)-\left(\left[\frac{\beta(\pi)-\alpha(\pi)}{2 \pi}-1+\frac{1}{2 p(\pi)}\right]+1\right) \theta .
\end{gathered}
$$

As a result we get a new system $\left\{\tilde{\vartheta}_{m}\right\}_{m \geq 0}$, so that

$$
-\frac{\pi}{p(\pi)}<\tilde{\beta}(\pi)-\tilde{\alpha}(\pi)<2 \pi-\frac{\pi}{p(\pi)}
$$

Then by the fact, already proved it follows that the system $\left\{\tilde{\vartheta}_{m}\right\}_{m \in N}$ forms a basis in $L_{p(\cdot)}(0, \pi)$, hence, $\left\{\tilde{\vartheta}_{m}\right\}_{m \geq 0} \equiv\left\{\vartheta_{n}\right\}_{n \in N}$ is complete but not minimal in $L_{p(\cdot)}(0, \pi)$.
Corollary 3.1 Let $\gamma(t)$ be a continuous function on $[0, \pi]$. Suppose

$$
\frac{\pi}{2 p(0)}+\left(n_{0}-1\right) \pi<\gamma(0)<\frac{\pi}{2 p(0)}+n_{0} \pi
$$

for some integer $n_{0}$ and $\gamma(\pi) \neq-\frac{\pi}{2 p(\pi)}+n \pi, \forall n \in Z$. If

$$
-\frac{\pi}{2 p(\pi)}+n \pi<\gamma(\pi)<-\frac{\pi}{2 p(\pi)}+(n+1) \pi
$$

then the system of sines $\sin (n t-\gamma(t)), \quad n=\overline{1, \infty}$, forms a basis in $L_{p_{(\cdot)}}(0, \pi)$; if

$$
\gamma(\pi)<-\frac{\pi}{2 p(\pi)}+n \pi
$$

then the system of sines $\sin (n t-\gamma(t)), \quad n=\overline{1, \infty}$ is not complete in $L_{p(\cdot)}(0, \pi)$, but is minimal in $L_{p(\cdot)}(0, \pi)$; if

$$
\gamma(\pi) \geq-\frac{\pi}{2 p(\pi)}+(n+1) \pi
$$

then the system of sines $\sin (n t-\gamma(t)), \quad n=\overline{1, \infty}$, is complete, but not minimal in $L_{p(\cdot)}(0, \pi)$.

The corollary easily follows from Theorem 3.1 if we set

$$
a(t)=e^{-i \gamma(t)}, \quad b(t)=e^{i \gamma(t)}
$$

Note that, the Corollary 3.1 has been proved in [29] in the case when $\gamma(t)$ is of Hölder class and $p(\cdot) \equiv$ const.

Corollary 3.2 Let the conditions of Theorem 3.1 fulfil, and besides it

$$
-\frac{2 \pi}{p\left(\tilde{s}_{i}\right)}<\tilde{h}_{i}<\frac{2 \pi}{q\left(\tilde{s}_{i}\right)}, \quad i=\overline{1, \infty}
$$

and for some integer $n_{0}$ (3.1) holds, with $\beta(\pi)-\alpha(\pi) \neq-\frac{\pi}{p(\pi)}+2 n_{0} \pi$. If

$$
-\frac{1}{p(\pi)}+2 n_{0}<\frac{\beta(\pi)-\alpha(\pi)}{\pi}<-\frac{1}{p(\pi)}+2\left(n_{0}+1\right)
$$

then the system $\left\{\vartheta_{n}\right\}_{n \in N}$ forms a basis in $L_{p(\cdot)}(0, \pi)$; if

$$
\beta(\pi)-\alpha(\pi)<-\frac{\pi}{p(\pi)}+2 n_{0} \pi
$$

then it is not complete, but minimal in $L_{p(\cdot)}(0, \pi)$; if

$$
\beta(\pi)-\alpha(\pi) \geq-\frac{\pi}{p(\pi)}+2\left(n_{0}+1\right) \pi
$$

then it is complete, but not minimal in $L_{p(\cdot)}(0, \pi)$.
Remark 3.1 Theorem 3.1 can also be proved in case that, set $\left\{\tilde{s}_{i}\right\}$ has a finite number of limits points.
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