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Abstract. In this paper, we give a complete study of the isoperimetric problem of the calculus of vari-
ations with a quadratic functional. The main purpose of this paper is to investigate the case when the
Jacobi condition is satisfied, but the strong Jacobi condition isn’t satisfied.
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1 Introduction

The extrema is sought in the function space x(·) ∈ C1([t0; t1],R) with given conditions:

J0(x(·))→ min; Ji(x(·)) = αi, i = 1, . . . ,m;
x(t0) = x0,
x(t1) = x1,

(P )

αi ∈ R, Ji(x(·)) :=
t1∫
t0

fi(t, x, ẋ) dt, i = 0, 1, . . . ,m.

Definition 1.1 We shall say that functional J0(x) has a weak local minimum for
x̂(·) ∈ C1([t0; t1]) (x̂(·) ∈ wlocminP ) if there exists δ > 0 such that J0(x(·)) ≥ J0(x̂(·))
for any feasible function x(·) such that ‖x(·)− x̂(·)‖C1([t0; t1]) < δ.

Definition 1.2 We shall say that functional J0(x) has a strong local minimum for
x̂(·) ∈ PC1([t0; t1]) (x̂(·) ∈ strlocminP ) if there exists δ > 0 such that J0(x(·)) ≥ J0(x̂(·))
for any feasible function x(·) such that ‖x(·)− x̂(·)‖C([t0; t1]) < δ.
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2 Definitions of Legendre condition, Jacobi condition and regularity condition

We shall suppose that for any i = 0, . . . ,m functions fi are twice continuously differ-
entiable in a neighborhood around Γx̂ ˙̂x = {(t, x(t), x̂(t)) : t ∈ [t0; t1]}. Let x̂(·) ∈
C2([t0; t1],R) be feasible extrema of (P ) with Lagrange multiplier λ0 = 1, i.e. it sat-

isfies the Euler equation for L = f0 +
m∑
i=1

λifi with Lagrange multiplier λi, i = 1, . . . ,m,

− d

dt
L̂ẋ + L̂x = 0.

As all fi are twice continuously differentiable then functional J(x) has second variation at
the point x = x̂:

J ′′(x̂)[h, h] =

t1∫
t0

(
L̂ẋẋḣ

2 + 2L̂xẋḣh+ L̂xxh
2
)
dt.

Definition 2.1 We say that the minimum problem on the extrema x̂ satises the Legendre
condition if L̂ẋẋ(t) ≥ 0 ∀ t ∈ [t0; t1] and the strong Legendre condition if L̂ẋẋ(t) > 0
∀ t ∈ [t0; t1].

Definition 2.2 We say that the minimum problem on the extrema x̂ satises regularity con-

dition if functions gi(t) := −
d

dt
f̂iẋ + f̂ix for all i = 1, . . . ,m are linearly independent on

any segments [t0; τ ], [τ ; t1] for any τ ∈ [t0; t1]

Let’s suppose that extrema x̂ satisfies the strong Legendre condition and regularity con-
dition. If x̂ ∈ wlocminP then according to the necessary second-order condition in opti-
mization problem with constraints second derivative of J is non-negative on feasible space,
which is equivalent that function h ≡ 0 ∈ absmin P̃ , where

J ′′0 (x̂)[h, h]→ min; J ′i(x̂)[h] = 0, i = 1, . . . ,m;
h(t0) = 0,
h(t1) = 0,

(P̃ )

J ′i(x̂)[h] =

t1∫
t0

(
f̂iẋḣ+ f̂ixh

)
dt =

t1∫
t0

(
− d

dt
f̂iẋ + f̂ix

)
h dt =

t1∫
t0

gih dt,

gi(t) := −
d

dt
f̂iẋ+ f̂ix. According to Lagrange multiplier method for isoperimetric problem

there exist non-zero Lagrange multipliers µ0, µ1, . . . , µm such that Lagrangian of problem

(P̃ ) L̃ = L̃(t, h, ḣ) := µ0
(
L̂ẋẋḣ

2 + 2L̂xẋḣh + L̂xxh
2
)
+

m∑
i=1

µigih satisfies the Euler

equation.
The Euler equation of L̃ with µ0 = 1

2 (µ0 6= 0)

− d

dt

(
L̂ẋẋḣ+ L̂ẋxh

)
+ L̂xẋḣ+ L̂xxh+

m∑
i=1

µigi = 0

is the Jacobi equation for initial problem (P ). As there is a term
m∑
i=1

µigi then the Jacobi

equation is a second-order non-homogeneous linear dierential equation.
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Definition 2.3 A point τ is called conjugate to a point t0 if there exist a nontrivial solution
h(·) of the Jacobi equation such that

τ∫
t0

gi(t)h(t) dt = 0, i = 1, . . . ,m, h(t0) = h(τ) = 0.

Definition 2.4 The Jacobi condition is satised on the extrema x̂ if there are no points con-
jugate to t0 in the interval (t0; t1), and the strong Jacobi condition is satised if in the semi
open interval (t0; t1] there are no points conjugate to t0.

We shall consider analytical approach to find conjugate points. Let h0(·) be the solu-
tion of the homogeneous Jacobi equation (µ1 = . . . = µm = 0) with boundary condi-
tion h0(t0) = 0, ḣ0(t0) = 1 (ḣ0(t0) 6= 0); hi(·) is the solution of the non-homogeneous
Jacobi equation with µi = 1 (µi 6= 0), µj = 0, j 6= i and boundary conditions hi(t0) =

ḣi(t0) = 0, i = 1, . . . ,m. We’ll show that τ is conjugate to t0 if and only if matrix

H(t) =



h0(t) . . . hm(t)
t∫
t0

g1h0ds . . .
t∫
t0

g1hmds

. . . . . . . . .
t∫
t0

gmh0ds . . .
t∫
t0

gmhmds


has determinant which is equal to zero. The determinant of matrix H(t) is equal to zero in
and only if columns of matrix are linearly dependent with non-zero coefficientsα0, α1, . . . , αm.

Then function h =
m∑
i=0

αihi satisfies boundary conditions h(τ) =
m∑
i=0

αihi(τ) = 0;

m∑
k=0

αk
τ∫
t0

hkgi ⇐⇒
τ∫
t0

gi
m∑
k=0

αk =
τ∫
t0

gihdt = 0, i = 1, . . . ,m. Herewith h(t0) =

m∑
i=0

αihi(t0) = 0. Then h at point τ satisfies definition of conjugate point.

3 Quadratic functional

J0(x(·)) =
t1∫
t0

(
A(t)ẋ2(t) +B(t)x2(t)

)
dt→ min;

Ji(x(·)) =
t1∫
t0

(aiẋ+ bix)dt = αi, i = 1, . . . ,m,

x(t0) = x0, x(t1) = x1. (P )

The main result of this paper is the following theorem about quadratic functional. Parts a)
and d) were formulated in [1] with no proof. The essential results are parts b) and c) where
necessary condition for extrema is satisfied (the Jacobi condition), but sufficient condition
for extrema is not satisfied (the strong Jacobi condition).
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Theorem 3.1 Let the functions A, a1, . . . , am ∈ C1([t0; t1]), B, b1, . . . , bm ∈ C([t0; t1]),
the strong Legendre condition for a minimum and regularity conditions be satisfied. Then

a) if the strong Jacobi condition is satisfied, then the feasible extrema exists, is unique
and x̂ ∈ absminP ;

b) if the Jacobi condition is satisfied but the strong Jacobi condition is not satisfied and
feasible extrema exists, x̂ ∈ absminP ;

c) if the Jacobi condition is satisfied, but the strong Jacobi condition is not satisfied and
the feasible extrema does not exist and

G = Aḣ(t1)x1 −Aḣ(t0)x0 −
m∑
i=1

(x0ai(t0)− x1ai(t1) + αi) 6= 0,

then Sabsmin = −∞;
d) if the Jacobi condition is not satisfied, then Sabsmin = −∞.

Proof. a) We suppose that the strong Jacobi condition is satisfied. We shall prove that fea-
sible extrema exists and is unique.
Existence. Let’s consider case m = 1. We can find the extrema in the form of
x̂ = C0h0(t) + C1h1(t) + C2h

1(t), here h0(t) is the solution of the homogeneous Jacobi

equation such that h0(t0) = 0, ḣ0(t0) = 1. Note

t1∫
t0

h0(−ȧ1 + b1)dt =

t1∫
t0

h0g1dt := I0.

As h1(t) we take the solution of the non-homogeneous Jacobi equation (with µ1 = 1)
such that h1(t0) = ḣ1(t0) = 0 (such solution exists by Existence and Uniqueness Theo-
rem (EUT) for the second-order differential equations). Notice that either h1(t1) 6= 0 or
t1∫
t0

h1g1dt := I1 6= 0 or both are satisfied simultaneously as the strong Jacobi condition is

satisfied. The strong Jacobi condition implies that

detH(t) = det

 h0(t) h1(t)
t∫
t0

g1h0ds
t∫
t0

g1h1ds

 6= 0 ∀ t ∈ (t0, t1].

Then h0(t1) · I1 6= h1(t1) · I0.

Let h1(t) be the solution of the non-homogeneous Jacobi equation such that
h1(t0) = ḣ1(t0) = 1 (such solution exists by Existence and Uniqueness Theorem (EUT)

for the second-order differential equations). Note

t1∫
t0

h1g1dt := I1. We’ll study two follow-

ing cases (the third case is proven similarly):

1) h1(t1) = 0⇒ h0(t1) · I1 6= 0⇒ I1 6= 0, h0(t1) 6= 0.

Let’s take values of x̂ at points t0 and t1:

x̂(t0) = C0h0(t0) + C1h1(t0) + C2h
1(t0) = C2 = x0

x̂(t1) = C0h0(t1) + C1h1(t1) + C2h
1(t1) = x1 ⇒
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C0h0(t1) = x1 − C2h
1(t1)⇒ C0 =

x1 − x0h1(t1)
h0(t1)

, h0(t1) 6= 0.

We can find constant C1:

t1∫
t0

(a1 ˙̂x+ b1x̂)dt = C0

t1∫
t0

(a1ḣ0 + b1h0)dt

+C1

t1∫
t0

(a1ḣ1 + b1h1)dt+ C2

t1∫
t0

(a1ḣ
1 + b1h

1)dt

= C0

a1h0∣∣∣t1
t0
+

t1∫
t0

h0(−ȧ1 + b1)dt



+C1

a1h1∣∣∣t1
t0
+

t1∫
t0

h1(−ȧ1 + b1)dt



+C2

a1h1∣∣∣t1
t0
+

t1∫
t0

h1(−ȧ1 + b1)dt


= C0(a1(t1)h0(t1) + I0) + C1I1 + C2(a1(t1)h

1(t1)− a1(t0) + I1) = α1.

Now use that C0 =
x1 − x0h1(t1)

h0(t1)
, C2 = x0 ⇒

(x1 − x0h1(t1)) · a1(t1) +
I0

h0(t1)
(x1 − x0h1(t1)) + C1I1

+x0(a1(t1)h
1(t1)− a1(t0) + I1) = α1 ⇒

C1 =

α1 − x1a1(t1) + x0a1(t0)− x0I1 −
I0

h0(t1)
(x1 − x0h1(t1))

I1
.

As I1 6= 0, h0(t1) 6= 0 then can define x̂(t)

2) I1 = 0⇒ I0 6= 0, h1(t1) 6= 0.

Take values of x̂ at points t0 and t1:

x̂(t0) = C0h0(t0) + C1h1(t0) + C2h
1(t0) = C2 = x0

x̂(t1) = C0h0(t1) + C1h1(t1) + C2h
1(t1) = x1 ⇒

C1h1(t1) = x1 − x0h1(t1)− C0h0(t1)⇒

C1 =
x1 − x0h1(t1)− C0h0(t1)

h1(t1)
, h1(t1) 6= 0.
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We can find constant C0:

t1∫
t0

(a1 ˙̂x+ b1x̂)dt = C0

t1∫
t0

(a1ḣ0 + b1h0)dt

+C1

t1∫
t0

(a1ḣ1 + b1h1)dt+ C2

t1∫
t0

(a1ḣ
1 + b1h

1)dt

= C0

(
a1h0

∣∣∣t1
t0
+ I0

)
+ C1

(
a1h1

∣∣∣t1
t0
+ I1

)
+ C2

(
a1h

1
∣∣∣t1
t0
+ I1

)

= C0(a1(t1)h0(t1) + I0) + C1a1(t1)h1(t1)

+x0(a1h
1(t1)− a1(t0) + I1) = α1

C0a1(t1)h0(t1) + C0I0 + a1(t1)(x1 − x0h1(t1)− C0h0(t1))

+x0a1h
1(t1)− x0a1(t0) + x0I

1 = C0I0 + a1(t1)x1 − a1(t1)x0h1(t1)

+x0a1(t1)h
1(t1)− x0a1(t0) + x0I

1

= C0I0 + a1(t1)x1 − x0a1(t0) + x0I
1=α1

⇒ C0 =
α1 + x0a1(t0)− x1a1(t1)− x0I1

I0
, I0 6= 0

so we can define x̂(t).
We can use the similar idea to find feasible extrema in a case ofm isoperimetric constraints:
x̂(t) = C0h0(t) + . . . + Cmhm(t) + C1h1(t), here h0(t) is the solution of the homoge-
neous Jacobi equation such that h0(t0) = 0, ḣ0(t0) = 1; hi(t) is the solution of the non-
homogeneous Jacobi equation with µi = 1 (µj = 0, i 6= j) such that hi(t0) = ḣi(t0) = 0,
i = 1, . . . ,m.

Uniqueness. Let x be different feasible extrema. Then h = x̂ − x is non-trivial solution
of the Jacobi equation such that h(t0) = h(t1) = 0,

t1∫
t0

gih dt =

t1∫
t0

(−ȧi + bi)h dt

=

t1∫
t0

(aiḣ+ bih)dt =

t1∫
t0

(
ai( ˙̂x− ẋ) + bi(x̂− x)

)
dt

=

t1∫
t0

(ai ˙̂x+ bix̂)dt−
t1∫
t0

(aiẋ+ bix)dt = αi − αi = 0,
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here i = 1, . . . ,m. Then τ = t1 is conjugate point to t0 and it contradicts the strong Jacobi
condition.

By strong Legendre and Jacobi condition feasible extrema can be imbedded in a central
field of extremals. Let x ∈ C1([t0; t1]) be arbitrary feasible function. Then by the formula
for the Weierstrass E-Function in quadratic case

J(x)− J(x̂) =
t1∫
t0

A(ẋ− u)2 dt ≥ 0,

hereA(t) > 0 ∀ t ∈ [t0; t1] as the strong Legendre condition is satisfied. Thus, x̂ ∈ absminP .
b) Let the Jacobi condition be satisfied, but the strong Jacobi condition isn’t satisfied

and a feasible extrema x̂ exists. The extrema x̂(t) can be imbedded in a central field of
extremals that covers t0 ≤ t ≤ t1 − ε. Let xε ∈ C1([t0, t1 − ε]) be arbitrary function such

that xε(t0) = x0, xε(t1 − ε) = x̂(t1 − ε) and

t1−ε∫
t0

(aiẋε + bixε)dt =

t1−ε∫
t0

(ai ˙̂x + bix̂)dt,

i = 1, . . . ,m. Then the function h = xε − x̂ satisfies the following conditions:

h(t0) = xε(t0)− x̂(t0) = x0 − x0 = 0,

h(t1 − ε) = xε(t1 − ε)− x̂(t1 − ε) = 0,

t1−ε∫
t0

(aiḣ+ bih)dt =

t1−ε∫
t0

(aiẋε + bixε)dt−
t1−ε∫
t0

(ai ˙̂x+ bix̂)dt = 0, i = 1, . . . ,m.

Hence h ∈ Πε — feasible space. Here

Πε = {h ∈ C1
0 [t0, t1 − ε] :

t1−ε∫
t0

(aiḣ+ bih)dt = 0}.

According to the formula for the Weierstrass E-Function in quadratic case

J0(xε)− J0(x̂) =
t1−ε∫
t0

A(ẋε − u)2dt ≥ 0.

Taking limit ε→ 0, we obtain that J(x)− J(x̂) ≥ 0. Thus, x̂ ∈ absminP.
c) Assume that the Jacobi condition is satisfied, but the strong Jacobi condition is not

satisfied and feasible extrema doesn’t exist. Let’s suppose that the feasible space is non-
empty. Then we can take any feasible function x̃ such that x̃(t0) = x0, x̃(t1) = x1 and

t1∫
t0

(ai ˙̃x+ bix̃)dt = αi, i = 1, . . . ,m.

Using Taylor’s theorem we obtain that

J(x̃+ h) = J(x̃) + J ′(x̃)[h] +
1

2
J ′′[h, h]. (3.1)
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Here h is the solution of the Jacobi equation such that h(t0) = h(t1) = 0 and

t1∫
t0

(aiḣ+ bih)dt =

t1∫
t0

aidh+

t1∫
t0

bihdt

= aih
∣∣∣t1
t0
+

t1∫
t0

h(−ȧi + bi)dt =

t1∫
t0

h(−ȧi + bi)dt = 0, (3.2)

i = 1, . . . ,m. We can find solution that complies with these boundary conditions and
isoperimetric constraints as the Jacobi condition is satisfied, but the strong Jacobi condi-
tion is not satisfied. Now we shall calculate the second variation of the functional J(·) at
the point h.

1

2
J ′′[h, h] =

t1∫
t0

(Aḣ2 +Bh2)dt =

t1∫
t0

Aḣdh+

t1∫
t0

Bh2dt

= Aḣh
∣∣∣t1
t0
+

t1∫
t0

(
−h d

dt
(Aḣ) +Bh2

)
dt

=

t1∫
t0

h

(
− d

dt
(Aḣ) +Bh

)
dt,

here the first term after integration by parts is equal to zero as h(t0) = h(t1) = 0. Using the
fact that h is the solution of the Jacobi equation, we obtain that

− d

dt
(Aḣ) +Bh = −

m∑
i=1

(−ȧi + bi). (3.3)

Thus,

1

2
J ′′[h, h] = −

m∑
i=1

t1∫
t0

(−ȧi + bi)hdt = −
m∑
i=1

t1∫
t0

(aiḣ+ bih)dt = 0,

by (3.2). Now we can rewrite (3.1) in the form of J(x̃ + h) − J(x̃) = J ′(x̃)[h]. We’ll use
integration by parts to obtain formula for J ′(x̃)[h]:

J ′(x̃)[h] = 2

t1∫
t0

(A ˙̃xḣ+Bx̃h)dt

= 2

t1∫
t0

Aḣdx̃+ 2

t1∫
t0

Bx̃hdt = 2(Aḣx̃)
∣∣∣t1
t0

+2

t1∫
t0

(
− d

dt
(Aḣ) +Bh

)
x̃dt = 2(Aḣ(t1)x1 −Aḣ(t0)x0)− 2

m∑
i=1

t1∫
t0

(−ȧi + bi)x̃dt.
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The last formula is obtained by (3.3). Integrate by parts the following expression:

m∑
i=1

t1∫
t0

(−ȧix̃+ bix̃)dt =
m∑
i=1

 t1∫
t0

−x̃dai +
t1∫
t0

bix̃dt



=

m∑
i=1

x0ai(t0)− x1ai(t1) + t1∫
t0

(ai ˙̃x+ bix̃)dt


=

m∑
i=1

(x0ai(t0)− x1ai(t1) + αi) ≡ C.

Then J(x̃ + h) − J(x̃) = 2(G − C). Consequently, J(x̃ + λh) = J(x̃) + 2λ(G − C).
According to the condition of theorem 3.1 G 6= C. Thus, J(x̃+ λh)→ −∞ as λ→ +∞
or λ→ −∞.

d) Assume that the Jacobi condition isn’t satisfied. Then according to the necessary
conditions for weak local minimum function h ≡ 0 6∈ absminP ′′ in the following problem:

t1∫
t0

(Aḣ2 +Bh2)dt→ min;

t1∫
t0

(aiḣ+ bih)dt = 0, i = 1, . . . ,m,

h(t0) = h(t1) = 0.(P ′′)
Hence, SabsminP ′′ < 0. Consequently, there exists function h ∈ Π such that J(h) < 0 and
we obtain that

J(x̂+ λh) = J(x̂) + J(λh) = J(x̂) + λ2J(h)→ −∞

as λ→ +∞, i.e. SabsminP = −∞.
Theorem 3.1 is proved.
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